THE RIEMANN-ROCH THEOREM

JAMES STANKEWICZ

1. INTRODUCTION

The Riemann-Roch theorem is a classical result relating the zeros and
poles of a function on a curve. In particular, given constraints limiting
where poles and zeros can be and of what order, the Riemann-Roch theorem
provides the dimension of the space of functions satisfying that condition.
For instance, it tells us that on the Riemann Sphere, the rational functions
in C(z) which have a pole of order at most one at 0 and no other poles are
the functions a + b/z for a,b € C. In particular, the dimension of this space
over C is two.

Originally developed in complex function theory, Bernhard Riemann and
his student Gustav Roch proved the theorem for Riemann surfaces in a
purely analytic context. The legitimacy of the proof was called into question
by Weierstrass, who found a counterexample to a main tool in the proof
that Riemann called Dirichlet’s principle. In spite of this challenge, the
theorem’s ideas were too useful to do without. In 1882, Dedekind and Weber
gave a wholly new proof on an ideal-theoretic foundation. Since that time,
Hilbert rigorously stated and proved Dirichlet’s principle for a specific class
of functions, justifying the whole of Riemann’s proof. In this paper we will
follow the methods of Andre Weil to obtain a proof of the Riemann-Roch
theorem for curves over a general algebraically closed field.

In studying the geometry of a curve, the field of rational functions on that
curve can be defined and by studying that field we may prove the Riemann-
Roch theorem. In this paper we will forego the geometry of a curve and
directly study the fields we may encounter as fields of rational functions.

2. FuncTIiON FIELDS AND VALUATIONS

Definition 2.1. For a field F, a function field over F' (in one variable) is
a field K of transcendence degree one over F. We further require that F' is
algebraically closed in K and K is finitely generated over F.

Example 2.2. The rational function field F'(u) with u transcendental over
F is a function field over F'. We have F algebraically closed in F'(u), because
if we let E be the algebraic closure of F' in F(u), then E(u) = F(u) and so
[E(u) : F(u)] = 1. By Lemma 7.4.4 in [3], if E is an extension of F' and
[E(u) : F(u)] is finite then [E : F| = [E(u) : F(u)] = 1.
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Example 2.3. A nonexample of a function field is C(u)/R because R is not
algebraically closed in C(u).

For any transcendental z € K — F'| the transcendence degree
trdeg(K/F) = trdeg(K/F(x)) + trdeg(F(x)/F).

Since trdeg(K/F) = trdeg(F(z)/F) =1 we must have trdeg(K/F(z)) =
0. Thus K is algebraic over F'(x) and since K is finitely generated, we have
[K : F(z)] < oo for any v € K — F.

Definition 2.4. By a (discrete) valuation on a field K we will mean a
surjective function v : K* — Z satisfying

o v(zy) = v(z) +v(y),
e v(z+y) > min{v(z),v(y)}.
We extend v to 0 by setting v(0) = oo, so v(0) > v(x) for any z € K*.

Example 2.5. The ring of integers Z is a unique factorization domain, so
any nonzero element n may be written be written as a product of primes
+pit ... pgg . For any specific prime p, define the valuation ord, by

ord,(n) = 4 if p=p;
PR 00 i p#E .. pg.

We may extend any such function to Q* by setting ord,(;-) = ord,(n) —
ordy(m) which is well-defined because if é = = for any nonzero k,l € Z,

then nk = Im. Then
ord,(n) + ord,(k) = ordy(l) + ord,(m),

and so

ord, <;€> = ordy(l) — ord,(k) = ord,(n) — ord,(m) = ord, (%) .

Example 2.6. We know that since C is algebraically closed, any nonzero
polynomial in C[z] decomposes into a finite product of linear parts as f(z) =
c(x —a1) ...(z — ag)®. Linear polynomials are exactly the irreducible or
prime elements of C[z]. As such, for any a € C we can define the function
ord;_o by

e; ifa=aq;

ords—a(f(2)) = {O if a # ay a
yeees g

Using the same methods as is Example 2.5, we can extend these functions
to C(z)*, yielding discrete valuations on C(x). Another discrete valuation
on C(x) is the negative degree valuation orde(f(x)) = —deg(f(z)). The
notation ordy, is used because of its role in complex analysis. Furthermore,
adopting the conventions of complex analysis, we will write ord,_, as ordg,
because it measures the order of vanishing of a rational function at a.
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To any discrete valuation v on K we have a discrete valuation ring
Oy :={x e K :v(x) >0}
with unique maximal ideal
m, :={z e K :v(z)>1}.
Lemma 2.7. The valuation ideal m, s principal.

Proof. Let t be an element of O, such that v(t) = 1. Clearly tO, C m,
because if f € O, then v(tf) = 14 v(f) > 0. If we consider any = € m,,
then v(z) = k > 1 and v(z/t) = k—1>1—-1 = 0 and so z/t € O,.
Therefore x = t(x/t) € t O,.

([

Definition 2.8. If ¢ is a generator of m, we will call it a uniformizing
parameter.

Definition 2.9. A place of a function field K over an algebraically closed
field F' is a discrete valuation v on K which is trivial on F(i.e. v(F*) = 0.
Because of examples from complex analysis where valuations correspond
to points, we usually write a valuation on K trivial on F' as P, with the
valuation of f € K at P written as ordp(f).

In this light, if ordp(f) > 0 then we say that f has a zero of order ordp(f)
at P and if ordp(f) < 0 then f has a pole of order —ordp(f) at P. More
generally we call |ordp(f)| the multiplicity of f at P.

Example 2.10. The valuations listed in Example 2.6 are all trivial on C
and are thus places of C(x). It was also commented that for a € C, ord,(f)
measures the order of vanishing of f at a. Let us now examine why we give
the name ord., to —deg.

For any r(x) = % € C(x) with f(x), g(z) € Clz], limy—oo % = 0if and

only if deg(f(x)) < deg(g(x), i.e. if — deg(f(x))+deg(g(x)) = orduo(£) >
0. We can then see via limits that ord,, measures the order of vanishing of

r(x) at the point oo on the Riemann Sphere.

Example 2.11. Let P be a place on K = F'(x) with F algebraically closed.
We will show that P = ord, for a unique a € F or —deg = ordy,. Since
P is a place, ordp is not identically zero on K* and so we can find some
irreducible 7(x) in K* with ordp(w(z)) # 0.

If ordp(x) > 0 we will show that ordp = ord, (as in Example 2.6 where
F = C) for a unique a € F. Since F is algebraically closed, n(z) = x — a for
some a € F. Note that according the properties of a valuation, ordp takes
non-negative values on Flz] if ordp(x) > 0. In particular ordp(z —a) > 0
and because ordp(x — a) # 0, ordp(z —a) > 1. We claim that a is unique.
Suppose to the contrary that there were an element b € F where b # a and
ordp(z —b) > 1. Then ordp((x — a) — (z — b)) > 1, but this is impossible
because (x —a) — (r —b) = b—a € F* and ordp is trivial on F'*. So for any
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b € F such that b # a, ordp(x — b) = 0. Now for any f(z) € F[z] — {0}, we
can factor f(z) = (x — a)"g(x) where (x — a) does not divide g(z). Then

ordp(f(x)) =nordp(x — a) + ordp(g(z)) = nordp(z — a).
(

We know ordp(g(z)) = 0 because g(x) will decompose into a product
of irreducibles [[,(x — b;)™ where b; # a for any ¢, and so ordp(g(z)) =
Y iniordp(x —b;) =) .0 =0 and so ordp(f(x)) = orde(f(x))ordp(z — a)
for f(x) € F[z] — {0}. This formula is multiplicative, so we may find that
this formula extends to all of K*, i.e.

ordp(K™) = ordp(x — a) ord,(K*) = ordp(z — a)Z.

Since ordp(K*) = Z, ordp(xz —a) is a unit in Z and since ordp(z—a) > 0,
ordp(x —a) = 1. Thus ordp = ord, and we have proved what we wished if
ordp(x) > 0.

Now if ordp(z) < 0, we will show that ordp = —deg. Since ordp(z) <
0, ordp(1/z) > 0. We can run through the same argument with F[1/z]
replacing F'[z], so that the only irreducible of F[1/z] on which ordp takes
nonzero values is 1/z and ordp(1/x) = 1. We then see that on F[1/z]—{0},

ordp(f(1/)) = ordy,(f(1/2)) oxdp(1/z) = ord (£ (1/)).

If we extend multiplicatively, we find that ordp = ord, /, over all of K* and
our result follows from the fact that ordp(xz) = —1 = — deg(z).

With this example in mind, we can come to understand the structure of
function fields and their discrete valuations. In the number field case, we can
think about the discrete valuations as coming from primes of the integral
closure of Z. In the function field case, we can draw many of the discrete
valuations on K from primes in a subring of K. We can see however that
even in the case K = F'(z) we can’t get the full picture from just one set of
primes. We can however easily describe all of the places of K.

Theorem 2.12. Let K be a function field and let x € K — F. The places
of K which are non-negative on x are in bijection with the primes of R,
the integral closure of Fx] in K. In particular, for a place P and its corre-
sponding prime p, (Ry)p = Op.

Proof. If we are given a place P for which ordp(z) > 0, let us look at
mp N R,. Since z € Op, Flx] C Op and since Op is a discrete valuation
ring, it is integrally closed, so R, C Op. We know that mp N R, # {0}
because if that were the case, R, — {0} C Op—mp = OF. In that case
ratios of elements in R, — {0} are in O, in particular F(z) is a subset of
Op and so is its integral closure. The integral closure of F'(x) is however the
algebraic closure of F(z), i.e. K. This cannot happen because if K C Op
then ordp takes only non-negative values and is therefore not onto Z. Since
mp N R, is not zero, it is a prime ideal of R,.

Now suppose we are given a prime ideal p of R,. Since R, is the integral
closure of the PID F[z] in a finite, algebraic extension of its fraction field, R,
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is a Dedekind Domain. Therefore if we pick any y € R, — {0}, we can factor
yR, uniquely into a product of prime ideals Hq q¥. Define the function

ordg(y) := kq for all primes q. Now take z € Ry — {0} so that 2R, =[] gla.
Since

yzRy = (yR:)(2Ry) = quq+lq7
q

ordg(yz) = kq + lq = ordg(y) + ordg(2).
If we extend this function to K* via ordy(y/z) = ordq(y) — ordq(z) this
property will hold because

1/2R,; = H q’lq
q

as a fractional ideal.

We then have a group homomorphism between K* and Z for any given
prime p. This homomorphism is onto because for each prime p there is some
element t € R, with ordy(t) = 1. If there were no such element, then p — p?
is empty and so p = p2. By definition, p? is made up of finite sums of the
product of two elements of p = p2. Therefore p = p? = p?. If we repeat this
process, we find p = Ny~op™. Since R, is Dedekind, it is Noetherian and
since p is a proper ideal of Ry, p = Np>op™ = (0) and is therefore not prime
by the Krull intersection theorem.

Now let y,z € K* and m = min{ordy(y),ordy(z)}. If m > 0 then
Y,z € p™ C R,. Since p is an ideal it is closed under addition, so y+z € p",
which is true if and only if ord,(y+2) > m. Similarly if m < 0 then consider
t€p—p?andlet y :=t My, 2 1=tz so that ordy(y’ + z’) > 0. Now
recall that ¢/ + 2/ =t7™(y + z) so

ordy(y +2') = —m + ordy(y + 2) > 0

becomes
ordy(y + z) > m = min{ordy(y), ordy(2)}.

Therefore given a prime p we have a discrete valuation ord, on K*. We
know ordy(F*) = 0 because F' is a subring of R, so p N F is an ideal of F
which is either prime or zero. We know that since F' is a field, the only ideals
of F are (0) and F', and since p does not contain 1, we know F'Np = (0) so
for any a € F', ordy(a) = 0.

Consider the discrete valuation ring Oy of ordy. Since (Ry), is a local
ring with unique maximal ideal p(R;)p, Ry Np(Ry)p = p. Therefore if we
can show Op, = (R;)p, we will have completed our bijection.

Since p C Oy, (Rz —p) C Oy we know (R;), C Op. Meanwhile if
f € Op, then if t € p —p?, f = oD (=ord)f). Since t € R, and
ord,(t= o () f) = 0, if we can show that O, C (Rz)p then we will have our
result.

So consider f € O;. Since Op C K and K is the fraction field of R,
we may find y,z € R, — {0} such that f = y/z. Since ordy(y/z) = 0,
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ordp(y) = ordp(z). If we consider the fractional ideal f = (y)(z)~!, then
(f) = ab~! where (a,b) = R, and both a and b are coprime to p. Let
q;' ... q%" be the prime ideal factorization of a. If we pick r € R, — p then
by the chinese remainer theorem we may find a € R, such that a = r mod p
and a = 0 mod q;* for all 1 < i < m. Therefore a € a, so (a) C a and since
(a) has a prime ideal factorization, (a) = ac where (¢,p) = R,.

Since (f) = ab™!, fb = a and so

foc=ac = (a).
Therefore be = (a/f), if we let a/f = b then b € R, — p because bec C R,
and both b and ¢ are coprime to p. Therefore

f = ab_l S Rx(Rx - p)_l = (Rx)P,

and Op = (Ry)p.
U

We will use Theorem 2.12 to prove a vital fact about the zeros and poles
of elements of K*. For this result to make sense however, we must first
prove a lemma relating our field of constants, F' to our valuation ring Op.

Lemma 2.13. For any place P, [Op /mp : F| is finite. In particular, if F
is algebraically closed, Op /mp = F.

Proof. Since ordp is trivial on F'*, F* C Of. Moreover F — Op /mp
because any nontrivial ring homomorphism out of a field is injective. We
will show that Op /mp is a finite extension of F'.

Fix © € K — F with ordp(z) > 1. The extension K/F(z) is then finite.
Let {e1,...,emn} be elements of Op whose residue classes modulo mp are
linearly independent over F'. We will show that m < [K : F(z)]. Assume to
the contrary that m > [K : F(x)]. Then we have a set of rational functions
{fi(z),..., fm(x)} C F(x), not all zero, giving a linear relation

filx)er + -+ fm(x)em, = 0.

By clearing denominators, we can take the f;(x) to be elements of Fx] C
Op, not all zero. If none of the f; have a nonzero constant term, divide both
sides of the equation by = until at least one f; has a nonzero constant term.
Let ¢; be the constant term of f;(x). Recalling that ordp(z) > 1, when we
reduce modulo mp, all the z’s vanish and we have the linear relation

cer + -+ emem =0

in Op /mp. This is in contradiction to the linear independence of the &;’s
over F', som < [K : F(x)].
O

Theorem 2.14. For any x € K — F,
[K : F(x)] =Y max(ordp(z),0)[Op /mp : F].
P
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Proof. Let x € K — F and let R, be the integral closure of Flz| in K.
As mentioned in the proof of Theorem 2.12, R, is a Dedekind domain.
Therefore xR, factors uniquely as

TR, = H pordp (z)
p
So by the chinese remainder theorem,

R,/zR; = Rx/Hpordp (x) ~ HR/pord,, (x)
p p

Since R is the integral closure of F[z] in a finite field extension, it is a
free F[z] module of rank [K : F(x)]. Let {e1,...,e[x:r)} C Re so that
Ry = @, Flz]e;. Therefore xR, = @, zF[z]e; and

Rx/xRJ;:EB( [x]/zF|x] @Fej
J
This tells us that dimp(R;/xR;) = [K : F(z)]. We wish to show that
dimp ], R, /po % (@) = 3", max{ordp(x),0}[Op /mp : F]. We can do this if
we briefly assume that dim (R, /p*) is finite for all £ > 0. Since ordy(z) = 0
for all but finitely many p, Hp R, /p°*% () is a finite product, so

dimF(H Rx/pordp (ac)) _ Z dimF(Rw/pord” (a:)).
p p

We know from the properties of rings that R, /p*~1 = (R, /p*)/(p*~1/p¥)
S0

k
dimp(R,/p*) = dimp(Ry/pF") + dimp(p7" /p%) = D dimp(p7 71 /p).
j=1
To make use of this, consider that for ¢ € p — p?, the map R, - pj_l/pj
by f+— ti7Lf mod p’ is surjective. The kernel will be {f € R U1 f e pl}
ie. {f|f €t'=Ip/ = p}. Therefore

k k
> dimp(p’ ! /p?) =) dimp(Re/p) = kdimp(R./p).
j=1 j=1

Therefore, if we know that dimp(R,/p) is finite,

ZdimF(Rx/pord” @) Zordp )dimp (R, /p)
p

To determine the dimension, consider the map R, — (Rz)p/p(Ry)p de-
fined by f +— f/1 mod p(R,)p. This map is onto and the kernel of the map
is p, as we show here. The map is onto because R, is Dedekind, so every
prime ideal of R, is maximal and so if 2 € R, — p we can find 2’ € R, so
that zz’ = 1 mod p. This is enough to show that f — f/1 mod p(R,)y is
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onto because for any y € R,,h z € R, — p, we can take f = yz’. Because
fz=ymodyp, f=y/zmod p(R;)p. Therefore

Zordp ) dimp (R, /p) = Zordp z) dimp((Rz)p/p(Re)p)-

Now by Theorem 2.12, to each prime p we have a unique valuation P such
that ordp(x) > 0 and each valuation is given by a prime. Also by Theorem
2.12, the localization of R, at p is the valuation ring Op, so Op /mp =

(Rz2)p/p(Ry)p and
> ordp(z) dimp((Re)p/p(Ra)p) = Y ordp(z) dimp(Op /mp).

p P:ordp(x)>0

We know by Lemma 2.13 that dimp(Op /mp) = [Op /mp : F] is finite
for all P, so [K : F()] = 3 p.orap(a)>0 0tdp(2)[Op /mp] and our assertion

is proved.
O

We now know the basic structure of function fields, the objects we will
study to prove the Riemann-Roch Theorem. The reason they are called
function fields in general should now be obvious. When F' is algebraically
closed, we may interpret any f € K as an F-valued function defined on all
but finitely many places P by f(P) = a if ordp(f) > 0 and a is the element
of F where a = f mod mp i.e. ordp(f —a) > 1.

This resembles the interpretation of rational functions in C(z) as C-valued
functions on all but finitely many points of the Riemann Sphere. For this
reason, it is not totally out of the question to think about the elements of
K as analogues of meromorphic functions on a curve. Note that if F' were
not algebraically closed, the value would lie not in F', but instead in the
typically larger field Op /mp.

Example 2.15. If F =R, K = R(z) and P = ord,2, then Op /mp = C
via z + i. For instance if f = 222 +3/z, then f(P) = 2(i%)+3/i = —2 — 3i.

Now because we know that for any © € K*, ordp(x) = 0 for all but
finitely many places P. We can now introduce an important book-keeping
object of our study: the group of divisors.

Convention: To make things simpler, our field of constants, F', will be
algebraically closed from here on unless otherwise noted.

3. DI1VISORS

Definition 3.1. The group of divisors of a function field K/F', Dy, is the
free abelian group on the places of K. That is,

Di = @ZP = {anP : np = 0 for all but finitely many P} .
P P
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Here the group operation is defined componentwise, so that ) p,npP +
>pmpP =3 p(np+mp)P.

Example 3.2. For any function field K, the zero divisor of K is 0 =
> pnpP where np =0 for all P.

Example 3.3. For a rational function field F'(z), we identify the places of
F(z)/F with elements of FU{co}, because as we saw in Example 2.11, ordp
is either ord, for a € F or ords. If we let F' = C, 4(i) — 1(o0) is an example
of a divisor on F(z)/F.

Example 3.4. For a nonexample of a divisor consider a function field K/F
and ) pnpP where np = 1 for all P. This is not a divisor because it has
nonzero coefficients at an infinite number of places P.

Definition 3.5. The degree of a divisor is deg(}_ pnpP) = > pnp € Z.
The support of a divisor, supp(> | p npP), is the set of places where np # 0.

Example 3.6. Let a divisor D in C(z) be defined as (i) + (—i) — 2(1).
The degree is deg(D) = 1+ 1 —2 = 0. Notice that for f(z) = %,
D =5 pordp(f)P. This sort of divisor is very important for our study.

Remark 3.7. The definition of the degree is well-defined because in all cases
it is a finite sum by Theorem 2.14. Also, if we allowed function fields to be
defined over a non-algebraically closed field, we would need to let the degree
of > pnpP be Y p,np|Op /P : F] as one might imagine from Theorem 2.14
and Corollary 3.10.

Definition 3.8. For any f € K* we will define the divisor of f, div(f) to
be Y pordp(f)P. Note that this is well-defined by Theorem 2.14. We can
in fact show more.

Definition 3.9. For any f € K we can split up the divisor div(f) into its
positive and negative components as

diV(f) = diVo(f) — diVoo(f)a
where

divo(f) = Z max(ordp(f),0)P,
P

and

divee(f) = Y —min(ordp(f),0).
P

We frequently call divo(f) the divisor of zeroes of f and dive(f) the
divisor of poles of f for reasons already discussed.
Corollary 3.10. For anyx € K — F,

deg(divg(z)) = deg(diveo(z)) = [K : F(x)].

Hence when we count multiplicities, for any x € K — F there are as many
zeros of x as there are poles.
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Proof. By Theorem 2.14, deg(divo(z)) = [K : F(z)]. Now if we replace
with 1/x, since F(z) = F(1/z) and divg(1l/z) = divee(x), deg(dive(x)) =
[K : F(z)]. O

Theorem 3.11. The following properties hold for arbitrary divisors E, D €
Dk and all f,g € K*:

e deg(E + D) = deg(FE) + deg(D),

e div(fg) = div(f) + div(g),

o deg(div(f)) =0.

Proof. 1t is simple computation to show that for any divisors £ and D,
deg(E + D) = deg(E) + deg(D).

To show div(fg) = div(f) + div(g), recall that ordp(-) is a valuation on
K. Thus for all f,g € K*, ordp(fg) = ordp(f) + ordp(g) for all places P.

Thus 3 ordp(fg) = 3 plordp(f) + ordp(g)).
Finally, div(a) = 0 for all a € F* so deg(div(a)) = > p0 = 0. For

x € K — F, deg(div(z)) = deg(divo(z)) — deg(divee(z)) = 0.
O

Corollary 3.12. For any divisor D, f € K*, deg(D + div(f)) = deg(D).

Proof. We know by the above that deg(D +div(f)) = deg(D) + deg(div(f))
and deg(div(f)) = 0.
]

Definition 3.13. We’ll define a partial order on D by saying that

anP > ZmpP <= np > mp for all P,
P P
in the standard order on the integers.

Example 3.14. It is easy enough to check that for
fla) = (z — )", D =—4(i) + 5(c0),
on K = C(x) that div(f) = 4¢ — 400 and div(f) + D > 0.
Definition 3.15. Let
L(D):={f e K*:div(f)+ D >0} U{0}.

We include 0 in L(D) so that L(D) is an F-vector space. When L(D) is
finite-dimensional over F', set

¢(D) := dimp(L(D)).

The space of functions referred to in the introduction is L(D) and the
conditions on the zeros and poles of a function will be described by the
divisor D. Theorem 3.20 below shows that L(D) is finite-dimensional over
F for any divisor D. This is a major result because the purpose of the
Riemann-Roch theorem is to compute ¢(D).
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Definition 3.16. A divisor ZP npP is called effective at P if np > 0. A
divisor is called effective if it is effective at each point P.

Example 3.17. For all z € K — F, divg(z) and dive(x) are effective by
definition.

Remark 3.18. For any divisor D = Y pnpP, f € L(D) if and only if
ordp(f) > —np for all P. Riemann was concerned with the existence of
functions with poles at proscribed places and bounds on the orders of such
poles. If we consider only effective divisors D = ) p,npP as Riemann
did, L(D) is the space of functions with a pole at P of order at most np
for all P. If we were to consider a divisor in the more general sense, say
—4(7) + 2(3) + 5(c0) on C(x), then L(D) would be the space of functions
with a zero of at least order 4 at ¢ and poles of at most order 2 at 3 and at
most order 5 at oo.

Corollary 3.19. For a divisor D where dimp(L(D)) < oo and any element
g€ K, L(D+div(g)) = L(D). Thus £(D + div(g)) is defined and equal to
D).

Proof. If L(D) = {f € K : div(f) + D > 0} then

L(D+div(g)) = {fe€ K*:div(f)+div(g)+D >0} U{0}
{f e K*:div(fg)+ D >0} U{0}
= {he K*:div(h)+ D >0} U{0}
= L(D).
0

Theorem 3.20. Given any D for which ¢(D) is defined, {(D+P) < {(D)+1
for all points P.

Proof. Let D = npP + 3, pnQ be a divisor for which L(D) is finite-
dimensional over F'. Then for all f € L(D+ P) we have ordp(f) > —np—1.
If additionally f ¢ L(D) then we know that for some place @, ordg(f) +
ng < 0. Since f € L(D+ P), this can only happen for Q = P and ordp(f)+
np = —1. Let m = np + 1 so that ordp(f) = —np — 1 = —m. Therefore
any f € L(D + P) — L(D) has exact order —m at P. If such an f does not
exist, then L(D + P) = L(D).

If we have an f in L(D + P) of exact order —m at P then consider some
uniformizing parameter ¢ of P. Since ordp(f) = —m and ordp(t™) = m,
t"f € Op—mp. Since Op /mp = F, t"™f = a mod P for some a € F* and
thus t" f = a+ xt for some xz € Op. If g is some other element of L(D + P)
of exact order —m at P then we can likewise write t"'g = b+ yt for b € F,
y € Op. Thus

f=at™™+at™™H
g=0bt"" 4yt
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so ) ,
g——f=(y——x)t~""
a a
Note here that
b b
ordp(g — 5f) = ordp(y — ax) +ordp(t™™ ™) > —m+1=—np

and so between any two nonzero elements of L(D+ P)/L(D) we have a linear
dependence. Thus dimp L(D + P)/L(D) =1so ¢(D+ P) <1+4¢(D). O

This theorem gives us the tools to show not only that ¢(D) is finite, but
to put a sharp upper bound on ¢(D).

Corollary 3.21. For any divisor D of K, either {(D) < deg(D) + 1 or
D) =0.

Proof. We first prove that if deg(D) < 0 then ¢(D) = 0. To show this,
suppose to the contrary that there exists a nonzero g € L(D). Since g €
L(D), deg(div(g) + D) > 0 by the definition of L(D), but on the other hand
we already know that deg(div(g) + D) = deg(D) < 0. Thus there is no
nonzero g € L(D), so (D) = 0 when deg(D) < 0.

If deg(D) = 0 then for any point P let Dp = D — P, so deg(Dp) = —1.
Since ¢(Dp) =0, (D) =¢(Dp+ P) < {(Dp)+1=1.

Suppose by induction that for any divisor F with deg(E) = n > 0 that
(E) < n+1. Consider any divisor D of degree n+ 1. If we set Dp = D — P
then

(D) = ¢(Dp + P) < £(Dp) +1< (n+1) + 1 = deg(D) + 1.
O

Corollary 3.22. The bound ¢(D) < deg(D) + 1 is sharp for any function
field K.

Proof. For any function field K, consider the zero divisor 0. By Theorem
2.14, if f € K has no poles, it has no zeros and therefore f € F. Therefore
£(0) = 1. O

4. THE ADELES AND RIEMANN’S INEQUALITY

From our last section we have an upper bound on /(D) depending on
the degree of D. In this section we wish to show that we also have a lower
bound depending on the degree of D. In particular, we wish to show that
there is a constant g depending on K so that ¢(D) < deg(D) — g + 1 and
that this inequality is sharp. To this end, we introduce the adele space of
K. Its name comes from the adeles of a number field k. Consider the direct
product [[, k indexed by the absolute values |- |, of k. The adeles of a
number field are a subset of that direct product where all but finitely many
coordinates will be inside of O,, a distinguished subring of k. The adeles
are often called the “restricted direct product” of k with respect to O,.
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Definition 4.1. The adele ring Ax of a function field K is the restricted
direct product of K with respect to Op indexed by the places P of K.
Elements of the adeles will be of the form [[p zp which we will often write
as (zp).

The diagonal embedding is the map x — (x,z,x,...), which is in Ag by
Theorem 2.14.

The adele space A (D) associated to a divisor D = ) ,npP is the set
of all adeles (zp) where ordp(zp) + np > 0 or zp = 0. Because np = 0 for
all but finitely many P, Ax (D) C Ak for all D.

Example 4.2. Taking K = C(x), some elements of Ax((1) — 5(c0) + 3(7))
are (r — 1)(z —i)* under the diagonal embedding and the adele (yp) where
yp = 0 for all P # —deg(:) = ords and for yo, = 2™ where n > 5.

Remark 4.3. Traditionally when talking about the adeles of a number field
k, one uses the product of the completions of k with respect to the metric
induced by the absolute value |-|,. From a place of P, we can induce a metric
| - |p and complete K with respect to that metric. For this reason, many
proofs of the Riemann-Roch Theorem define the adeles to be the restricted
direct product over P of Kp with respect to O p where Kp is the completion
of K with respect to |- |p and Op is the discrete valuation ring of Kp.

Lemma 4.4. The following properties hold for Ak(-) where D = pnpP
and E =% pmpP:
o I[f D < E then AK(D) C AK(E)
o Ifwelet min{D, E)} =) pmin{np, mp}P then Ax(min{D, E}) =
Ak (D) N Ak (E)
o [fweletmax{D,E} =) pmax{np,mp}P, then Ax(max{D,E}) =
Ag(D) + Ak (E).
o Under the diagonal embedding, K N Ax (D) = L(D).

Proof. Let D =3 pnpP and E =) p,mpP.

If E > D then mp > np for all P. If (¢p) € Ax(D) then for all P so
that ¢p # 0, ordp(¢p) +mp > ordp(¢p) + np > 0.

For this reason, Ax(min(D, E)) C Ax(D) N Ax(E). If (¢pp) € Ax(D)
and (¢p) € Ag(FE) then for all P so that ¢p # 0, ordp(¢p) + np > 0 and
ordp(¢p) +mp > 0. Therefore ordp(¢p) + min{np,mp} > 0, so

Ap(D) N Ag(E) = Ag(min{D, E}).

If (pp) € Ax(D) and (¢p) € Ax(E), then for the places P where ¢p =
—p there’s nothing to show. If at least one of ¢p, 1p is nonzero, then
we introduce the convention that if ¢p is zero and ©p is nonzero, then

min{ordp(¢p),ordp(¢¥p)} = ordp(¢p).
With this in mind, ordp(¢p + ¥p) > min{ordp(¢p),ordp(y)p)} by the
definition of a valuation. Therefore for all places P,

ordp(¢p+¢p)+max{np,mp} > min{ordp(¢p),ordp(¢p)} +max{np, mp}
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and
min{ordp(¢p),ordp(¢p)} + max{np, mp} > 0.
The last assertion follows by the definitions of Ax (D) and L(D).
(]

Lemma 4.5. If D < E as divisors then dimp (ﬁiég;) = deg(E) —deg(D).

Proof. We induct on deg(E) — deg(D) to achieve this result. If deg(E) —
deg(D) = 0 then since D < E we must have D = E and so Ax(E) = A (D)

A
and Aﬁgg% = {0}.

If deg(E) — deg(D) = 1 and D < E then E = D + P for some place
P. So showing the theorem holds if deg(E) — deg(D) = 1 is the same as

showing that dimg (%) = 1 for all divisors D and all places P. If we

take an arbitrary divisor D = ), npP and place P, then we can project
from Ag (D + P) to mp"" ~1 and then reduce modulo m,"" giving the map

(JJQ) = Tp mod m}”P.

This map is onto because if (zg) € Ak (D) then for any f € ml_gnp_l,
fx1lgrprq € Ax(D + P).

If (zg) € Ag(D + P) is in the kernel of this map, then zp € my"”"
so ordp(zp) > —np or xp = 0. Since (zg) € Ax(D + P), for Q # P,
ordg(zq) > —ng and (zq) € A (D).

Therefore Ax(D+ P)/Ax (D) = m;”P_l/m*”P. Our theorem then holds
when deg(E) — deg(D) = 1 because m¥,/m5™ = Op /mp. To see this, let
t be a uniformizing parameter of P and consider the map Op — m']% /m’ffl
by f — ft* mod m'ffl. This map is onto with kernel mp.

If for some n > 1, dimp (ﬁggg;) = deg(F) — deg(D) for all E > D with

deg(E) — deg(D) = n, then we can find some divisor E' where E > E' > D
satisfying

deg(E) - deg(E') = 1,
and
deg(E") — deg(D) = n.
Since AK(D) C AK(E/) C AK(E),
. ARE)\ | g ((AE(E) i (A (E)
am (315 = ame (5757) ame (557
deg(E) — deg(E’) + deg(E’) — deg(D)
deg(F) — deg(D)
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Lemma 4.6. If D < E are divisors of K then when we view K diagonally
m I,

Ag(E)+ K

(D)1 & = (des(B) — U(E)) — (deg(D) — (D).

dimpg
roof. Because the map Ax(FE) — Ag(E) + K — A (D) 1S onto with
kernel Ax(E)N (Ax(D) + K),
AK(E)—I—K ~ AK(E) _ AK(E)
Ag(D)+ K Ax(E)N(Ax(D)+ K)  Ag(D)+ L(E)

Ak(E)  ~  Aw(E)/Ax(D)
Furthermore, - 7my = (D) 1L(2)/Ax (D)

dimp <m> = deg(F) — deg(D) — dimp (AK(E;(—;)§/<E)>

. A ~ .
Now since KI(L‘?(JFDL)(E) = AK(f)()]?w)L(E) we would like Ax (D) N L(E) =
L(D). This is no problem because K N Ax(D) = L(D) and L(F) C K so
Ag(D)NL(E) C L(D). But L(D) C L(E) because E > D so we have

so that

equality. Thus (AKX?(BL)(E)) = igg and since dimp(%) = {(FE) —{D)
our assertion is proved. O

Definition 4.7. For a divisor D, set r(D) = deg(D) — ¢(D).
Example 4.8. For the zero divisor 0, r(0) = deg(0) — ¢(0) =0 —1 = —1.

Lemma 4.9. If f € K* and E,D are divisors on K, then the function
r: D — Z satisfies the following:

o if D < E then r(D) <r(E),

e for any D, r(div(f) + D) = r(D).

Proof. The second assertion is a consequence of the properties of the degree
of a divisor and £(E): deg(div(f)+ D) = deg(D) and £(div(f)+ D) = ¢(D).
The first assertion follows from Lemma 4.6. O

Theorem 4.10. If K is a function field over F, r(D) is bounded above for
all dwisors D.

Proof. Pick an arbitrary x € K — F. By Corollary 3.10, deg(dive(x)) =
[K : F(x)] which we call n for brevity. Consider an arbitrary y € Ry, the
integral closure of Fx] in K. If ordp(x) > 0 then x € Op so F[x] C Op.
Therefore y is integral over Op, and since Op is integrally closed in K,
ordp(y) > 0. Equivalently we can say if ordp(y) < 0 then ordp(x) < 0, i.e.
any pole of y will be a pole of x. In the terminology of divisors, this means
supp(dive(y)) C supp(dive(z)) and because the divisor of poles is effective
for any f € K*, there is some k € Zso so that dive(y) < kdive(x) and
k diveo(z) + div(y) = divo(y) = 0.

Thus for any element y of R, y € L(k divee(x)) for some k > 0 depending
ony. Since K is degree n over F'(z), we can find n basis elements {y1,...,yn}
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in R for K as an F(z)-vector space. Since y; € R for each i, we will have
yi € L(k; diveo(z)) for some integer k; > 0.

Take k£ = max{ki,...,kn} > 0, so each y; will be inside L(kdive(z)).
Moreover, because x is transcendental over F', given any integer m > k, the
elements {a:iyj :1<j<n,0<i<m—k} are linearly independent over F
and are inside of L(mdivy(z)). Therefore {(mdive)(z) > n(m — k + 1).
Recalling the notation (D) = deg(D) — ¢(D) and noting that by Lemma
4.9, r(E) > r(D) when E > D, we find that

r(mdive(z)) = deg(mdive(x)) — €(mdivee(x))
< (mn)—(n(m—k+1)) =nk —n.

By Lemma 4.6, {r(m divee()) }mez is an increasing sequence of integers,
but by the above it is bounded and thus eventually constant. Define this
“eventual constant” to be g — 1. We write g — 1 as opposed to g to ensure
non-negativity of g because if m = 0 then mdive(x) = 0 and r(0) = —1.

What we now want to show is that (D) < g — 1 for all divisors D, not
just the divisors mdive(z) above. The method of proving this will be a
simple, clever computation. For a divisor D, we can break up the support
of D into the places where x has no poles, and the places where x has poles
(i.e. the support of div(x)) as follows:

-D = D1+ D>
supp(D1) N supp(divee(z)) =0
supp(Dy) C  supp(diveo(z)).

First consider any place P where D; is not effective. Since x does not have
a pole at P, F[z] C Op. Furthermore, Fz]Nmp # {0} as in Example 2.11.
Since F[z] N mp is nonzero, it is a prime ideal of F[z]. Take mp(x) to be a
nonzero irreducible generating mp N F[z]. So for some integer mp > 1,
div(mp(x)™P) + D; will be effective at P. Moreover since F[z] C Ry,
supp(divee (mp(x))) C supp(dive(x)) and so supp(dives(7mp(x))) N D1 =
(). Therefore div(mp(z)™P) + Dy will only have negative coefficients in
supp(divee()).

If we do this at every place P where D; is not effective then for f(x) :=
[[p7p(x)™? € Flz], div(f(z)) + D1 will be effective except when x has a
pole. Likewise since supp(D2) C supp(dive(z)), D2 is effective everywhere
except where x has poles. Thus div(f(x)) + D1 + Dy = div(f(x)) — D will
be effective outside of the support of dive(x). If we choose a large m € Z,
div(f(z)) — D +mdive(z) will be effective. Thus div(f(x)) + mdive(z) >
D. By Lemma 4.9,

r(div(f(z)) + mdive(x)) = r(mdive(z)) > (D).

If m is large enough, r(mdive(z)) =g — 1, s0 (D) < g — 1. O
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Definition 4.11. For a function field K/F, the genus of K is the integer
g > 0 such that

= 1 D
g —}—mgxr( )

= 1+ maxr(mdive(z)),
m>0

where z is any element of K — F.

Example 4.12. If K = F(x), divee(x) = (00) then deg(m divee(x)) = m.
Meanwhile L(m dive () = @, Fz* so £(mdive(z)) = m+ 1. Therefore
the genus of F(z)ism—(m+1)+1=0.
Corollary 4.13. For any divisor D of a function field K/F,

{(D) > deg(D) — g +1,
where g is the genus of K.
Proof. Since (D) := deg(D) —¢(D) and r(D) < g—1 for any divisor D our
assertion follows immediately.

0

Corollary 4.13 is the classical statement of Riemann’s Theorem. We know
it is sharp for F(z) by the following example.

Example 4.14. Let D be a divisor of F(z) such that deg(D) > 0. We
know from Corollary 3.20 that ¢(D) < deg(D) + 1. Since F(z) has genus
0, we know from Corollary 4.13 that ¢(D) > deg(D) — g + 1 = deg(D) + 1.
Therefore if D is a divisor of F'(x) then either ¢(D) = deg(D)+1 or (D) = 0.

Let us show that Theorem 4.10 gives a sharp lower bound on ¢(D) for
any function field K.

Corollary 4.15. There is a constant ¢ such that if D is a divisor and
deg(D) > ¢ then (D) = deg(D) — g+ 1.
Proof. As before, let z € K\ F, and m large enough so that r(m dive(x)) =

g—1.
Let ¢ = m[K : F(x)] + g. If a divisor D is such that deg(D) > ¢ then

deg(D — mdive(z)) = deg(D) — mdeg(dive(x))
> (mlK : F(2)] +g) —mlK : F(z)] = g.
Therefore by Corollary 4.13,
(D —mdive(z)) > deg(D —mdive(z)) —g+1
> g—g+l=1,
s0 L(D—mdivee(x)) # {0}.Pick any nonzero y € L(D—mdive(z)). By de-
finition, div(y)+D —mdive(z) > 0 or equivalently div(y)+D > m dive (z).
By Lemma 4.9,

r(D) =r(div(y) + D) > r(mdive(z)) = g — 1.
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But we already knew that r(D) < g —1. We must have (D) = deg(D) —
¢(D) = g — 1 and thus our statement.
U

We will see in Corollary 6.4 that the lowest value of ¢ we can use is 2g — 1.
If we combine the results of Theorems 3.20 and 4.10 we find that for a
function field K of genus g and any divisor D,

deg(D) +1—g < (D) < deg(D) + 1.

Since both bounds are sharp, if you know that a divisor has degree D, you
know each of the precisely g + 1 values that ¢(D) can take on.

Beyond consequences for the space L(D), Theorem 4.10 carries interesting
consequences for the adeles of K.

Corollary 4.16. For any divisor D such that deg(D) > ¢, where ¢ is the
constant from Corollary 4.15, Ax(D) + K = Ak

Proof. By Lemma 4.6, dimp(%) = r(E) —r(D) for E > D. By
Corollary 4.15, (D) = g — 1 for any divisor D with deg(D) > ¢. So if
deg(E) > c and deg(D) > ¢ then Ag(E) + K = Ag(D) + K. So for
any divisor D = ) pnpP with deg(D) > ¢ and any adele (¢p), let E =
max(D, —div((¢p))). Since E > D, deg(E) > deg(D) > ¢ and so Ax(E) +
K = Ag (D) + K. We also know that

(¢P) S AK(—le(<(l5p))) C AK<E) C AK(E) + K = AK(D) + K.

Therefore if D has a high enough degree, then any arbitrary adele belongs to
Ag(D)+ K and so Ag C Ag(D)+ K. However, both Ax (D) and K (under
the diagonal embedding) are subsets of the adeles, so Ax D Ax(D)+ K and
so our result is proven. [l

5. DIFFERENTIALS AND THE RIEMANN-ROCH THEOREM

Now that we have a precise set of bounds for ¢(D) based upon deg(D),
we can find the way to precisely calculate ¢(D), the Riemann-Roch Theo-
rem. To get the full theorem, we must introduce an object called a Weil
differential. While the definition of a differential is not difficult to state, its
uses and origins are not clear based on the definition. With this in mind,
we provide some motivation following [7, Chapter 6] before defining a Weil
differential.

Let X be a compact Riemann surface of genus g, M the field of mero-
morphic functions on X and §2 the space of meromorphic differential forms
on X. Fix w € Q and a point P € X. Let t be a local parameter(relating to
some local coordinate) at P. That is, pick a ¢ such that ¢ vanishes to order
one at P. If we pick some derivation d on X, we could then find a power

series expansion
w= Z aktk dt.

kEZ
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Since w is meromorphic, at P there is some least number N where a; is
nonzero. Let the order of w at P be that V. For a meromorphic form w,
ordp(w) = 0 for all but finitely many P. Therefore we can define a divisor
of the points of X,

div(w) = Z ordp(w)P.
P

Likewise for a function f in M, we could look at ¢ locally, finding f =
Z;’;f 7 bjt’. Then, by integrating over a small simple closed path around
P, we can see that the residue of fw at P is

Resp(fw) =c_1 = Z a;b;.
itj=—1
So we define a function wp : M — C by f — Resp(fw). On a Riemann
surface X we have the relation

Z Resp(w) =0,
commonly known as the residue theorem [5, Theorem 4.3.17], so we can say

that
Y we(f)=0

pPeX

for all f € M.

Let Hp be the set of functions in M holomorphic at P and let Ax be the
C-vector space inside of [[p M such that if ¢ = (¢p) € Ax then ¢pp € Hp
for all but finitely many P.

For a divisor D = )" pnpP, define Ax(D) C Ax by

Ax(D)={¢p € Ax : ordp(¢p) + np > 0 or ¢p = 0 for all P}.

Let
B((¢p)) =Y wp(pp) = > Resp(ppw).
P P

Note that this is well-defined because if ¢p € Hp and ordp(w) > 0 then
Resp(¢ppw) = 0 so &((¢p)) is defined by a finite sum.

Since the residue is C-linear, so is the function & : Ay — C. By the
definition of order, & vanishes on Ax(div(w)). Since M — Ax by f —
(f,f,...), @ also vanishes on M by the residue theorem. With this in mind
we make the following definition of the differentials we will be using.

Definition 5.1. A Weil differential w on a function field K over an alge-
braically closed field F' is an F-linear map from Ay to F' which vanishes
both on K and on Ag (D) for some divisor D of K. The space of differen-
tials of K will be denoted Qx and the space of differentials which vanish on
Ak (D) for a fixed divisor D is denoted Qg (D).
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Example 5.2. Look at F(x) where x has a pole of order one at co and a
zero of order one at 0. The adeles of F'(x) will be vectors (¢p) indexed by
the points of F' and oo, with ¢p € F(z) for all P and ordp(¢p) > 0 for all
but finitely many P.

If we consider a derivation d of F'(z)/F, an F-linear functional on F'(x)
which obeys the Leibniz rule d(xy) = x dy 4y dz and vanishes on F', we get

a differential form dz. The differential form dz gives a Weil differential dz
defined via residues. For any adele (¢p) of F(x),

dz(gp) = Y Resp(¢p dz),
P

where the residue is defined as in the Riemann Surface case by picking a uni-
formizer and obtaining a power series expansion from the local completion
of F(x) at P.

As we saw in Example 2.11, every point P corresponds to either a € F
or co. So any adele [[pép(z) = [[1cp Pa(®) X ¢poo(x). Since (z — a) is
a uniformizing parameter for ord, for all @ € F' and 1/x is a uniformizing
parameter for orde,

dz(pp) = Y Respmq (Ga(z) d(z — a)) + Resg—oo (9o (@) d)
a€F

= Z Resz—q (¢a(7)) dz + Resz—oo (¢oo(x) dx) .

acF

To compute the residue at co we perform a change of coordinates, say z =
1/z, to get

Resg—oo (f(x) dx) = Res,—o (f(1/2)d(1/2)) = Res.—o (—f(l/z)/22 dz),

because d(1/z) = —dz/2%. Therefore, for any adele (¢p) of F(z), we can
say

da(¢p) = Y Resp—q (da(@) dz) + Res.—o (—poo(1/2) /2% dz) .

acF

We will now use this equation to compute a;v(gb p) for some adeles of F'(x):
consider the adele (fp) = [[,cp fa(z) X foo(x) of F(x) where fo(z) = 1
for a # oo and foo(x) = 1/x. This adele is actually holomorphic every-
where on F(x). We know that if a function f(z) is holomorphic at a € F
then Res, f(z)dz = 0, so (/izc(fp)) = Resco foo() dz. We know then that
Resso(dr/x) = Resg(—dz/z) = —1 and Resso(dx/2?) = Reso(—dz) = 0.

Therefore dz(fp) # 0, but dz(gp) = 0 for the adele (gp) = [[,cr ga() X
Joo(7) Where gq(7) =1 and goo(z) = 1/22.

We see how a differential form w gives a Weil differential &. It turns out
that we can go the other way as well, so that a Weil differential gives a
differential form yd(x)([2, Section 2.5], [1, Appendix]).
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We know that for all ¢ € F and w € Qp, aw is also an F-linear map from
Ak to F. Also note that if w vanishes on Ag (D) then so does aw. Therefore
Qg and Qg (D) are both F vector spaces. In fact,

Qi (D) = Homp (Ak /(Ak (D) + K), F) = (Ax/(Ax(D) + K))*,
because w € Qg (D) if and only if w comes from an F-linear function
AK/(AK(D) + K) — F.

Using this fact, we prove a theorem which gets us another step closer to
the full Riemann-Roch theorem.

Theorem 5.3. For any divisor D, Qg (D) is finite dimensional over F' and

(D) =deg(D) — g+ 1+ dimp Qi (D).

v v
Proof. For any divisor D, Qg (D) = (/&K(ﬁﬁ) = (%) for any

E > D which has large enough degree by Corollary 4.16. By Lemma 4.6 for
any divisors £ > D,
Ag(E) + K

m) =r(E) —r(D) < .

dim g (

Then Qx (D) is finite-dimensional and dimp(Qx(D)) = dimp (ﬁﬁ)

via duality. In particular, since r(E) = g — 1 and Ax(E) + K = Ak for any
divisor F with high enough degree, we have

dimp Qg (D) =g — 1 — (deg(D) — £(D)).

Rearranging the terms in the preceding equation gives us the desired result.

([
Corollary 5.4. The genus g is dimp Qx(0).
Proof. By Theorem 5.3,
£(0) = deg(0) — g+ 1+ dimp Qg(0)
1 = 0-g+1+dimpQx(0),
so dimp Qg (0) = g. O

Our next big goal will be to find a divisor D’ related to D where Qg (D) =
L(D"). Tt will turn out that D" will be expressed in terms of D and a divisor
related to a nonzero differential in Qg (D). As such, our next step will be
to determine the divisor of a differential.

Theorem 5.5. For any nonzero differential w, there is a greatest divisor D
such that w vanishes on Ag (D). That is, w vanishes on Ak (E) if and only
if E<D.

Proof. Let S,, be the set of divisors E where w vanishes on Ag (EF). Corollary
4.16 says that for a divisor F,

deg(E) >c= AK(E) + K = Agk.
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An equivalent statement is then
Ag # Ag(E)+ K = deg(E) < c.

Since w is nonzero, there is some adele ¢ on which w does not vanish.
Therefore if E € S, then Ax(E) + K is not all of the adeles, so we have a
bound on the degree of divisors in .S,,.

Since deg(-) is integer-valued, we can fix some divisor D of maximal degree
in S,. This divisor is unique. To see why, pick any other F € S,. By
the definition of S, w vanishes on both Ax(F) and Ax (D). Therefore it
vanishes on

Ak (E)+ Ag(D) = Ag(max(D, E)).
Therefore max(D,E) € S,. By definition max(D,E) > D, so that
deg(max(D, E)) > deg(D). But since D has maximal degree in S, deg(D) =

deg(max(D, F)) and we must have D = max(D, E). Therefore D > E.
U

Definition 5.6. The divisor D of largest degree such that w vanishes on
Ak (D) is denoted div(w).

By Theorem 5.5, w(¢) = 0 for all ¢ € A (div(w)) and if w(¢) = 0 for all
¢ € Ak (E) then E < div(w).

Example 5.7. In Example 5.2 we saw that on F(x),

da(gp) = dz <H ga(x) X goo(w)> =0

acl
when gq(z) = 1 for a # oo and ys = 1/2%. Since Resp f(z)dz = 0 for
functions f(z) holomorphic at P # oo and Resy f(x) dx = 0 for functions
f(z) with a zero of order 2 or more at oo, dz vanishes on Ak (—2(00)).
Therefore by Theorem 5.5, —2(00) < div(a}).
We actually have equality in this case. Since &5( fp)=—-1if fp =1

for P # oo and fo = 1/x, dz does not vanish on Ak (—1(c0)) and so we
can’t improve there. Meanwhile, for each a € F if we consider the adele

(&(a)p) where £(a)p = 1 for all P # a or oo, £(a)p = - for P = a and

£(a)s = 1/2% We find that (/i\x(ﬁ(a)p) =1 and for any D > —2(00), either
Ak (D) contains (fp) above or Ag (D) contains (£(a)p) for some a € F. We

then see that for any D > —2(00), dz does not vanish on Ax (D). Therefore
div(dz) = —2(c0).

We already know that Qg is an F-vector space. It is also a K-vector
space by the following rule: if « € K, w € Qk, and ¢ € Ag set

(aw) (@) = w(ag).
Then aw € Q.
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Lemma 5.8. Forw € Qg and o € K*,
div(aw) = div(a) + div(w).
Proof. Let ¢ € A, D =Y pnpP and a € K* . The key here is that

ap € Ag(D) <= ordp(agp)+np >0 or ¢p =0 for allP
<= ordp(¢) + (ordp(a) + np) > 0 or ¢pp = 0 for all P
— ¢ € Ag(div(a) + D).

So if w vanishes on Ag (D) then aw vanishes on Ag(div(a) + D) and
conversely. Therefore

(5.1) w € Qg (D) if and only if aw € Qg (div(a) + D).

Now clearly w € Qg (div(w)) and so div(a) + div(w) € Saw where Sy, is
defined in Theorem 5.5. Let D = div(aw), so that D > div(a) + div(w).
We have aw € Qg (D) = Qg (div(a) + (D —div(«))) and so by the equiv-
alence in equation (5.1), w € Qi (D — div(«)). By the definition of div(w)
however, div(w) > D — div(a) so D < div(w) 4 div(a). Since we already
knew D > div(w) + div(«) this completes the proof.
U

Lemma 5.9. For nonzero w € Qi and any divisor D, L(div(w) — D)w C
Qx (D). Moreover, L(E)w) C Qk (D) if and only if E < div(w) — D.

Proof. Given an element @ € K*|
a € L(div(w) — D) < div(a) + div(w) = div(aw) > D.
This implies that Ag(div(aw)) D Ax (D). Since the differential aw van-

ishes on A (div(aw)), it also vanishes on A (D). O

Theorem 5.10. The space of Weil differentials is a one-dimensional K
vector space.

Proof. By Lemma 5.9 we know that for any two nonzero differentials w, n and
any divisor D, L(div(w) — D)w C Qg (D) and L(div(n) — D)n C Qg (D).
If we find a nonzero element p in the intersection then p = aw = (@n for
nonzero o and 3 in K. So w and 7 are linearly dependent over K.

Since Qg (D), L(div(w) — D)w, L(div(n) — D)n are F-vector spaces,

L(div(w) — D)w C Qg (D)
and
L(div(n) — D)n C Qg (D)

as F-subspaces. Let’s assume L(div(w) — D)w N L(div(n) — D)n is in fact
zero, and so Qg (D) must contain L(div(w) — D)w & L(div(n) — D)n. Then
we must have

(5.2) dimp(Qx (D)) > ((div(w) — D) + £(div(n) — D).
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Our method will be to choose D so this can’t happen. Pick an integer
n > 1 and a place P. If we set D = —n P, by Theorem 5.3,

dimp Qg (—nP) = {(—nP) — deg(—nP) + g — 1.

Because there are no nonzero functions with a zero but no poles, /(—nP) =
0. Therefore dimp Qg (—nP) =n+ g — 1. By Theorem 4.10 we have

(div(w) + nP) > deg(div(w)) + deg(nP) —g+1
= deg(div(w))+n—g+1,
and
((div(n) +nP) > deg(div(n)) + deg(nP) —g+1
deg(div(n)) +n—g+ 1.
So if
L(div(w) — D)w N L(div(n) — D)n =0,
by Equation (5.2)we must have
n+g—1>2n—2g+ 2+ deg(div(w)) + deg(div(n)).
But that inequality can be rearranged to
n < 3g — 3 — deg(div(w)) — deg(div(n)).

Since we could certainly pick a large enough n to break that inequality, we
have a contradiction. We have then shown that for D = —nP,

L(div(w) - D)w N L(div(y) — D)y # {0},

and so any two nonzero differentials are linearly dependent over K.

O

12

Corollary 5.11. For any nonzero differential w € Qi (D), L(div(w)— D)
Qx (D) as F-vector spaces.

Proof. By Lemma 5.9, @ — aw maps L(div(w)—D) into Qx (D) and since K
is a field, the map is injective. By Theorem 5.10, any nonzero differential n
can be written as fw for some 8 € K*. We want to show § € L(div(w)— D)
or equivalently,
div(B) + div(w) = div(Bw) > D.
Suppose not, i.e. 8 ¢ L(div(w) — D), then div(fw) < D and in particular,
deg(div(fw)) = deg(div(f)) + deg(div(w)) = deg(div(w)) < deg(D).

We already know however that since w € Qg (D) that div(w) > D by The-

orem 5.5 and so deg(div(w)) > deg(D). Therefore § € L(div(w — D)) and
the map o — aw is an isomorphism from L(div(w — D) to Qg (D). O

Finally we have the tools to prove the Riemann-Roch Theorem.

Theorem 5.12. For any divisor D and nonzero differential w,
¢(D) = deg(D) — g+ 1+ 4(div(w) — D).
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Proof. By Corollary 5.11, we have dimp Qg (D) = ¢(div(w) — D) for any
divisor D and nonzero differential w. By Theorem 5.3 we know
{(D) = deg(D) — g+ 1+ dimp Qg (D),

and by combining those two facts together we have our desired statement.
O

6. APPLICATIONS AND FURTHER DEVELOPMENTS

The Riemann-Roch theorem has never lacked for applications, no matter
how narrow your focus. Even over C, you can find nearly endless applications
(this is roughly the content of [5, Chapter 7]). Here we restate the Riemann-
Roch Theorem and present a few immediate results. Let C' denote the divisor
of any nonzero differential.

Theorem 6.1. For any divisor D,
(D) =deg(D)—g+1+4(C — D).
Corollary 6.2. The space L(C') has dimension g over F.

Proof. In Theorem 6.1 above let D = 0. Then £(0) = 0 — g+ 1+ ¢(C).
Since L(0) consists of the functions without poles and thus without zeros,
it is made up of just constant functions. Then ¢(0) = 1 and the result
follows. O

Corollary 6.3. The degree of the divisor of any nonzero differential is 2g—2.

Proof. Use D = C'. Then ¢(C) = deg(C) —g+1+£(0). Recalling the above,
g = deg(C) — g + 2 and so our result follows. O

Now let’s revisit Corollary 4.15 and make it explicit.

Corollary 6.4. For all divisors D with deg(D) > 2g—1, ¢(D) = deg(D) —
g+1.

Proof. 1f deg(D) > 2g — 1 then deg(div(w) — D) = 2g — 2 — deg(D) < 0.
But we showed in the proof of Theorem 4.10 that for any divisor E with
deg(E) <0, ¢(E) =0. O

This inequality is sharp because deg(C) = 2g — 2 but ¢(C) = ¢ and
g#29g—2—g+1=g—1

Corollary 6.5. The genus of K is 0 if and only if K = F(x) for some
transcendental x.

Proof. We already showed in Example 4.12 that F(z) is a function field of
genus zero. Now consider any function field K of genus zero. To apply
Corollary 6.4, we need a divisor D with deg(D) > 2(0) — 2 = —2. Take
D = P for any point P so by Corollary 6.4, /(P)=1—-0+1=2.

Clearly F' C L(P), and since ¢(P) = 2 there is some x € K — F which
is also in L(P). We see div(z) + P > 0 so ordg(z) > 0 for Q # P and
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ordp(z) > —1. If ordp(x) # —1 then x has no poles and z € F', so ordp(z) =
—1. Since deg(div(z) + P) = 1 and div(z) + P is not supported at P, for
some place @ # P, div(z) + P = @ and so div(z) = @ — P. By Corollary
3.10, [K : F(z)] = deg(divg(x)) = 1. Thus K = F(x), and the only function
field K of genus zero is F(z). O

Remark 6.6. Corollary 6.5 depends on the fact that there are places of
degree one, which we don’t necessarily have when F' is not algebraically
closed. For an analogue in perfect fields see [4, Theorem 5.7.3].

Corollary 6.7. If K has genus zero then every divisor of degree zero is
equal to the divisor of some x € K*.

Proof. Let D = ) pnpP be a divisor of degree zero. By Corollary 6.4,
/(D) = 1, so we can find z € K* where z € L(D). By definition,
ordp(z) > —np for all P. In fact, because deg(D) = deg(div(z)) = 0
and 0 = ) pordp(xz) > > p —np = 0 we must have ordp(z) = —np for all
P. Therefore D = div(z™1). O

The situation in genus one is not much more complicated.

Theorem 6.8. If a function field K/F has genus one then K = F(x,y)
with

(6.1) y? + bizy + boy = 2° + a12” + axw + ag,
where by, bo,a1,a9,a3 € F', and not all are zero.

Proof. By Corollary 6.4 if K has genus one and n > 0 then for any place
P, ¢{(nP)=n—1+1=mn. So L(P) consists only of constants. The space
L(2P) consists of linear combinations of constants and some =z € K — F
which has a pole only at P. Let y be an element of L(3P) which is linearly
independent of 1 and z over F. Then {1, z,y, 22, zy,y?, 23} all lie in L(6P).
Since ¢(6P) = 6 there is some linear relation

b0y2 + blxy + b2y = a0x3 + a1x2 + asx + as,

over F' where bg, b1, bs, ag, a1, as, az are not all zero.

We can further say that the a;’s are not all zero and the b;’s are not all
zero. If the a;’s were all zero, then byy?+bixy-+boy = 0 and so byy+bix+by =
in contradiction to the linear independence of 1,z and y. Likewise if the b;’s
were all zero, then we’d have a linear relation between 1, z, 22 and 3.

We also have by # 0 and ag # 0. To show this recall that ordp(z) = —2
and ordp(y) = —3. Since at least one of the a;’s is nonzero, ordp(agz® +
a1x?+agx+az) € 27 by the properties of a valuation. Therefore ordp(boy?+
bizy + boy) € 27Z. To show by # 0 suppose either by or by is not zero and
consider ordp(bixy +boy) = —3+ordp(bix +bs2). Since ordp(byx +be) € 2Z,
if by = 0 then we’d have an odd number (ordp(boy? + bizy + bay)) equal to
an even number (ordp(apz® + a12? + asz + az)).

On the other hand if ap = 0 then ordp(a12? + asx + a3z) > —4 while
ordp(boy? + b1y + boy) = ordp(boy?) = —6, and so ag # 0.
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Now if we replace x with byz/ag and y with byy/ag then we get

by bib2 bab by arb? arb
g+ 0y 4+ 20y = g8 1002 W00 4 g,
ag ag ag ag ag ao

If we now multiply through by Z—§ and rename the constants we get the
equation we are looking for. ’

Since we have our equation, we know K D F(z,y) with z and y behaving
as we wish. Since F(z,y) # F(x), [F(x,y) : F(z)] > 2. However since x €
L(2P) — L(P), deg(diveo(x)) = [K : F(x)] = 2. Therefore [K : F(z,y)] =1
and we have proved our assertion. O

We can also go in reverse, so that for a function field F(x,y) satisfying
(6.1) and some additional requirements on {by, bs, a1, a2,as}, we will find
that F'(z,y) has genus 1. For a more detailed discussion, see [8, Prop 3.1.4
and Prop 3.3.1]. We also have an analogue of Corollary 6.7 in the genus one
case [8, Corollary 3.3.5].

The reverse direction of Theorem 6.8 makes use of a famous formula called
the Riemann-Hurwitz formula which can also be proven using Riemann-
Roch. To state the formula, let us consider a finite extension of function
fields L/K. Let B refer to a place of L and recall that since 8 is a discrete
valuation on L* it restricts to a homomorphism (possibly not onto) from
K> to Z. Let e = [ordgp(L™) : ordp(K )] = [Z : ordgp(K™)]. If ey =1
then because P is trivial on F'* B is also a place P of K*. For this reason,
we call ey the ramification index of B over K. We use this information to
tell us about the genus of L.

Corollary 6.9. Let K be a function field over an algebraically closed field
F of characteristic zero and let L/ K be a finite extension of K. Then

29, — 2= (295 —2)[L: K]+ > (e — 1),
B
where the sum ranges over all places P of L.

Proof. See [7, Theorem 7.16], not just for a proof but for a description of
what happens when the characteristic of F' is non-zero. O

Our approach to the Riemman-Roch theorem in this paper can be made to
work over a general perfect field as opposed to an algebraically closed field,
and that’s the approach taken in [1], [4], [6] and [7]. There is another method
of proof using Serre duality. With that method one can prove Riemann-Roch
over an arbitrary ground field. For a proof in this fashion see [3, pg. 316].

REFERENCES

[1] Kenkichi Iwasawa, “Algebraic Functions,” American Mathematical Society, Provi-
dence, RI 1993.

[2] Serge Lang, “Introduction to Algebraic and Abelian Functions,” Springer-Verlag, New
York, NY 1982.



JAMES STANKEWICZ

Dino Lorenzini, “An Invitation to Arithmetic Geometry,” American Mathematical
Society, Providence, RI 1996.

Helmut Koch, “Number Theory: Algebraic Numbers and Functions,” American Math-
ematical Society, Providence, RI 2000.

Rick Miranda, “Algebraic Curves and Riemann Surfaces,” American Mathematical
Society, Providence, RI 1995.

Carlos Moreno, “Algebraic Curves over Finite Fields,” Cambridge University Press,
Cambridge, UK 1991.

Michael Rosen, “Number Theory in Function Fields,” Springer-Verlag, New York, NY
2002.

Joseph Silverman, “The Arithmetic of Elliptic Curves,” Springer Verlag, New York,
NY 1986.



